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k
Automated Synthesis of Digital Hardware Modules;

Simulation and Verification of Interconnections

ABSTRACT

The researc h described in this final report involves two basic areas: automated design and
optimization of digital hardware, and simulation and verification of interconnections between
digital system modules. Both of these are hart of the CMU-DA (Design Automation) project
(formerly called the PT-CAD project). We have investigated strategies for comput.r-.id.d

-
• optimization of the control part of digital systems hardware by developing a discrete

optimization technique and a strategy for applying this technique. In addition, we have
developed a design- aid for computer interconnection evaluation by simulation techniques.
Finally, we have begun to design a system to formally verify that a description of
interconnections is functionally correct.
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1.0 Introduction and Research Objectives

VLSI designers are going to be faced with two problems - optimum design of the VLSI

chips themselves and also optimum interconnection strategies for these chips. In order to
achieve the cost-effective , reliable, easy-to-use and/or high-performance systems desired by
the user, the chip and system designers will require more powerful design aids than those
currently available.

In a recent workshop on the science of de’ ign, sponsored by the Office of Naval Research
g (11), a number of research areas were discussed. Areas where the participants felt more

research was needed included design verification, techniques for hardware synthesis and I/O
considerations. In specific, the following points were raised:

— The need for models of parallel structures.

- The need for intersystem compatibility.

- The necessity of developing models that consider the communication demands of
algorithms.

- The need for design aids that provide for optimization at the system level.

- The need for techniques for mappmg atgonthms to standard building blocks or
new achitectures.

— The need to quantify the architectural selection process.

- - The need to implement design verificaton throughout the entire design process.

It has been the intent of the research described here to produce results compatible with the
above needs.

The research described here is a continuation and outgrowth of current design, simulation
and design automation research underway at Carnegie-Mellon University. The ultimate goal
of this entire research area is an advancement of the state of knowledge of design
automation, exemplified by a comprehensive package of design aids for top-down synthesis,
simulation and design verification. The package is intended to provide the designer with the
ability to explore many alternative designs and their behavior in his search for the optimal ’
design. In addition, the designer should be able to easily verify correctness of the resulting
designs and to simulate the designs on a number of levels.

t ws usu op $iinsl her. o indici t. Hi. d.si1n soluf ion which meets th. cost, speed, r.Iiub*ty, power end other criteris
butt., then m y  othip d.. in so luti on which Gin b. found.
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With these general goals in mind, we have continued our simulation and design automation
efforts and begun design verification research at several levels. In particular, the outcome of
this research has been:

- A simulation tool for evaluating bus and I/O designs similar to the MCF (5]
architecture evaluation. This simulator will be used to evaluate a proposed ANSI
bus standard (4]. (Evaluation of proposed MCF buses (7] is another possible
application of these techniques.)

- Preliminary research into a formal technique for verifying correctness of an I/O
or bus hardware description.

— Basic research into multiple-criterion optimization of the control hardware of
digital designs.

2.0 Present Research Status of the Entire CMU-DA Project2

Present research at Carnegie-Mellon has been focusing on design synthesis, multilevel
simulations and format I/O and bus descriptions. The synthesis research is the longest
running and largest of the two projects. A br!ef summary of the research will be presented

• here, along with a system block diagram showing status of each project. More comprehensive
discussions of the effort can be found in (12, 16, 18, 15, 21].

2.1 Tb. Pr.s.nt CMU Design Automation Syst.m

Ct~4U-OA Overview (193

The ultimate goal of the CMU-DA project is to provide a technology-relative,
structured-design aid to help the hardware designer explore a larger number of possible
design implementations. Inputs to the system are a behavioral description of th. system to
be designed, an objective function which specifies the user’s optimization criteria, and a
library specifying the hardware components available to the design system. The componets
of the CMU-DA system are shown in Figure 1 and discussed below.

The CMU-DA system differs from other design automation syst~ms In that it op.rates from
a behavioral specification of a piece of hardware that does not necessarily reflect its internal
structure. More and more structural detail is frozen at each level of the CMIJ-DA system until
a complete hardware specification is obtained, with the most influential design parameters
b.ing examined first In order to cut down th. design search space. Th. functions of the

2Th1. pi’ojs ct his been funded by e nuuè.r of $ever.im.nt end induetrisi ~reefs. 
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design system components which bind these implementation decisions are described below.

GLOBAL OPTIMIZER. The global optimizer applies high-level transformations to a design’s
behavioral representation after translating it from ISPS notation (6] to an abstract design
representation called the value trace [18, 143. The transformations have a significant impact
on the cost , performance, and other parameters of the designs to which they are applied.

DESIGN STYLE -SELECTOR. By considering the various module sets that can be used (e.g.,
TTL vs. a microprocessor), the design contraints imposed (e.g., pipeline data flow), the design

g style selector decides on the specific style of design to be employed (e.g., bit-slice
microprocessor , MOS microprocessor, SSI/MSI logic). Earlier work (211 shows this to be an
influential decision in terms of cost and speed tradeoffs.

PARTITIONER. The partitioner groups operations from the abstract design representation
into tentative control steps. This effectively binds the control flow for the design. Tradeoffs
between the data and control parts are made at this level.

DATA/MEMORY (DM) ALLOCATOR. The function- of the OM allocators is to decide the
number and type of data operators, multiplexers, and registers needed to implement the data
part of the design, and to group operations from the abstract design into specific control
steps. The output of the allocator is a data path graph whose nodes are elements such as
adders or registers; the edges represent actual circuit interconnections. Recent results
indicate that a non-optimal allocator can produce data paths with costs well within 50Z in
excess of human designs.

CONTROL ALLOCATOR. The control allocators generate a sequential state machine to
control the data paths produced by the OM allocator. Each control allocator is to design the
control unit around a particular control philosophy such as microprogramming, programmed
logic arrays, random logic, etc. The output of the control allocator is a control path graph
which is an abstract representation of the control hardware.

MODULE BINDER. The module binder selects physical modules from the module set library
to implement a design’s data and control path graphs. The library contains available
components and may be freely updated, partially providing the technology-relative aspects of
the CMU-DA system.

PHYSICAL LAYOUT PROCESSOR. This component partitions the system into printed circuit
boards or chips, decides on the placement of components, routes interconnections, and
prepares engineering documentation.
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2.2 1/0 and Bus Research

I/O and bus specification, verification, and simulation are currently being researched. The
formal specification language, SLIDE, has now been completed, and a compiler with substantial
diagnostic capabilities has been built and tested (23, 25].

3.0 Summary of Research Progress and Results

Progress has been make in the areas of control hardware synthesis and optimization,
simulation of buses and other interconnection strategies, and formal verification of
interconnection synchronization mechanisms. Each of these areas will now be discussed
briefly.

Control Hardware Synthesis and Optimization

Given a completed data-path design and the corresponding control signals which describe
the usage of the data paths, the control hardware must be automatically designed. Each
synthesis program for the control (the control allocator) implements a different design style;
we have selected a microprogrammed control mechanism as our example design style. It
would be tempting to have assumed a canonical microprogrammed controller for this purpose,
with horizontal micro-instructions and a simple two-way branch-on-condition mechanism.
Then, microcode could have been generated for a known control mechanism. However, if we

are to generate designs which meet the user’s cost/speed constraints, it is Important to
consider a range of tradeoffs in control design and to develop a methodology for applying
these tradeoffs.

Fortunately, many controller design tradeoffs are well understood. Agerwala (1]
summarizes some of these, including minimization of the state count and microinstruction
width, and detection of parllelism in straight-line microcode.

Two fundamental optimizations which have been analyzed are microoperation packing and
reduction of microinstruction word width. The packing optimization (word optimization) can
be formulated as a microcode optimization which is NP complete (10]. The encoding for width
reduction (bit optimization) can be formulated as a set partitioning problem which is also
computationally infeasible to perform optimally.

However, a near-optimal linear algorithm for packing of microoperations into
microirtstructions has been found and reported on recently (13], based on an algorithm
published by Dasgupta and Tartar (8]. Unfortunately microinstruction packing and bit
encoding Into microwords cannot be performed independently because the degree to which

-- - •- - •- — —-- - - -~~~~~~ -- ~~~~ - -•~~~-~ -~~~~ •~~~~ - -~~ —~~~~--—~~- -~
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the former is performed affects the degree to which the latter can be performed, and
vice -versa. Thus a new algorithm has had to be researched.

Our progress in this area has involved the representation of the control graph for a given
digital design, and the optimization/synthesis algorithm which manipulates the graph. At
present, a representation for the control graph has been derived, as shown in Figure 2.
Information contained in this graph includes the microoperations (micro-ops) which control the
data part, the data-part modules which are controlled, and the necessary time—precedence
relationships between the micro-ops. The information in the graph is a combination of
information generated during the module-binding process and data accessed by the
control—synthesis routine, from the module data base, as it builds the control graph. The
structure of the graph is important because of the potential complexity of the
optimization/synthesis algorithm which operates on the graph. The software routine which
generates this control graph has been written and debugged.

Once the graph exists, it must be mapped into a microprogram and the hardware for the
control store must be synthesized. The optimization/synthesis algorithm which performs this
function is unique. Its distinctive features are:

- It performs word and bit optimizations concurrently.

• 
- It adapts to cost/speed constraints input by the user by balancing between word

and bit optimizations.

- It is computationally inexpensive.
The algorithm determines both which control step (in time) a given microoperatiori belongs to,
and also how to encode the microinstructions. Thus it performs both word and bit
optimizations, as defined by Agerwala (1], concurrently. It is obvious that these two
optimizations are competing; the former attempts to pack micro-ops into microoperations so
as to minimize the number of control steps and the latter attempts to encode micro-ops Into
microinstruction fields, excluding the possibility of their concurrency. Thus, the algorithm
adapts by performing word optimization only to the point that the word width becomes too
large to meet the cost constraints.

At this point, there are two solutions: if the speed constraint forces the attempted
concurrency, the micro-op packing will continue. If, however, the speed constraints will be
met even if additional control steps are introduced or the cost constraint is given higher
priority by the user, the algorithm creates a new microinstruction format and a format
selection field. Then, microoperations start being packed into the new format. The microcode
becomes more vertical in nature.

- -
~~
-—

~~~~~~ --—~
.‘.--—- —

~~~~~
-- --.— . -- 
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This optimization/synthesis algorithm operates by examining relationships between the
required microoperations and by combining this information with frequency-of -execution
information to produce attraction weights between pairs of microoperations. For instance, if
two microinstructions occur frequently in the control graph in positions which could be
partitioned into the same control step, their attraction weight will be high. (Control step
partitions are determined by the longest path through the most parallel implementation of the
graph). The algorithm uses the attraction weights to determine candidate microoperations to
be packed into microinstructions. Because the attraction weights are based on probabilities,
the remaining attraction weights will need to be recomputed every time a binding to control
steps (packing) is performed.

L Concurrently, bit optimization is performed iteratively as the concurrency of
microoperatlons is determined. Thus, the bit optimization operates only on microoperations
which are already determined not to occur concurrenly. Bit optimization Is prformed by
overlaying nonconcurrent control signals used for path and function selection into the same
fields in the microword. These signals are called “SELECTTM signals. Signals which control
register—transfers , “EVOKE” signals, which occur concurrently are given individual bits in a
miroinstruction format. If more than one microinstruction format has had to be created,
format selection bits determine the interpretation of the SELECT and EVOKE fields. This
technique allows microcode packing without encoding [15].

The algorithm is computationally inexpensive, and although the complexity of execution is
data-dependent , it appears that worst -case execution can be performed in polynomial time.
The optimization software is running, and preliminary results indicate near-optimal microcode
with capability to adapt to user cost/speed constraints. Publication of this algorithm will
occur by early 1980.

Simulation of Interconnections

The outcome of the I/O simulation research is a simulator designed to accept and simulate
any digital system interconnection scheme. This scheme must be described formally in SLIDE,
a hardware descriptive language (23] and compiled and linked to the simulator. Simulations
are behavioral, with some timing considerations. The core of the simulator is a multi-purpose
simulator [9] designed for use on other simulation problems as wel l. The I/O simulator is
further described in (2] attached as Appendix A and has performed one example simulation.
This example consisted of a UNIBUS3-like structure interfaced to a single-wire data—link with

3UP4IBUS is s u.~ i,t. red lrsdeni.rk of Olitsi (quipm.nl CorDorsUon. 
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an SDLC4-like protocol. The SLIDE compiler was written in BLISS, the code generator in
SIMULA, and the simulator in SIMULA. -

Formal Verification of Synchronous Mechanisms

Preliminary work has begun in the area of formal verification of hardware synchronization
mchanisms (24]. There is an analogy between this work and protocol verification [26, 20).
This research has involved modifying the SLIDE syntax to produce V-SLIDE, a verifiable form
of SLIDE. The modifications allow encapsulation of the synchronization mechanisms. A path
expression (3] is used to present the desired design specifications. (Path expressions are
primarily used to specify the order in which operations can occur on shared data objects). A

P’ formalism is introduced to automatically verify the synchronization mechanism; this formalism
I.. is based on a modified Petri net (17] and the vector addition system (22). Present status of

this project is that the techniques are ready to be implemented in software.

4SDLC is sn sc renym fo , Synchronous Dets Link Control, ussd by IBM.
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List of Publications

“The SLIDE Simulator: A Facility for the Design and Analysis of Computer Interconrtections”,
A. Altman and Alice Parker, submitted to the 7th Annual Symposium on Computer
Architecture, September 1979.

“The GLIDE/SLIDE Compiler”, John Wallace, Technical Report, Department of Electrical
Engineering, Carnegie -Mellon University, July 1979.

“On Automatic Verification of SLIDE Descriptions”, John Wallace , M.S. Project Report,
Department of Electrical Engineering, Carnegie-Mellon University, August 1979.

“The CMU Design Automation System: An Example of Automated Data Path Design”, Alice
Parker, 0. Thomas, ~j  ~j , Proceedings, 16th Design Automation Conference, June 1979.

“SLIDE: An I/O Hardware Descriptive Language”, John Wallace and Alice Parker, Proceedings
of 1979 International Symposium on Computer Hardware Descriptive Languages, October
1979.

“The Development of GLIDE: A Hardware Descriptive Language”, Alice Parker and John
Wallace, Submitted to IEEE Transactions on Computers , being revised.

“Automated Synthesis of Digital Hardware”, Alice Parker and L Hafer , Submitted to ItEE
Transactions on Computers, being revised.

Participating Scientific Personnel

— Alice C. Parker, Principal Investigator
V

- Donald E. Thomas, Associate Invesigator

— Lul Sha, Graduate Assistant (August 1978)

— Richard Cloutier, Graduate Assistant (September 1978 - August 1979)
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Notes Presently used physical layout software was written elsewhere.
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CONTROL GRAPH

SEQUENTIAL LIST OF 1
OPERATIONS

1~~~~ B+C H
2 BeD+I *
3 C’~O-K 2
4 K4C I - !
5 E’rB+L 0

7 G rE+1 6 /
8 E+O+F

U
MAXIMALLY PARALLEL LIST OF OPERATIONS

1 A+B+C , 2 B+D+1, 3 C~D-K

4 K*C , 5 E~8+L, 6 - F 8

7 G+E+1, 8 E~O+F

THE CONTROL GRAPH INDICATES THE POTENTIAL PARALLELISI4 THE CONTROL
STARTS AT THE TOP NODE AND PROCEEDS DOWN THE GRAPH. ANY NODES
ON SEPERATE LEGS WHICH FALL BETWEEN COMMON DIVERGE AND MERGE NODES
MAY BE DONE IN PARALLEL THE® INDICATES A DIVERGE INTO PARALLEL
CONTROL PATHS. THE(~) IS A MERGE OF PARALLEL CONTROL. PATHS. AN
ASTERISK NEAR A NODE SHOWS THAT THE NODE MAY OCCUR DURING THE
SAME TIME SLOT AS THE NODE POINTED TO BY THE ARROW.

Fig. 2 The Control Graph Generated by the cMU—DA System.
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